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We report in detail our ab initio local density approximation (LDA)+Gutzwiller method, in which the
Gutzwiller variational approach is naturally incorporated with the density-functional theory through the
“Gutzwiller density-functional theory” (which is a generalization of original Kohn-Sham formalism). This
method can be used for ground-state determination of electron systems ranging from weakly correlated metal
to strongly correlated insulators with long-range ordering. We will show that its quality for ground state is as
high as that by dynamic mean-field theory, and yet it is computationally much cheaper. In addition, the method
is fully variational, the charge-density self-consistency can be naturally achieved, and the quantities, such as
total energy and linear response, can be accurately obtained similarly as with LDA-type calculations. Appli-
cations on several typical systems are presented, and the characteristic aspects of this method are clarified. The
obtained results using LDA +Gutzwiller are in better agreement with existing experiments, suggesting signifi-

cant improvements over LDA or LDA+U.
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I. INTRODUCTION

The density-functional theory (DFT) (Refs. 1 and 2) is
very successful in solid-state physics and materials science.
First-principles calculations based on this theory, using the
local density approximation (LDA) or the generalized gradi-
ent approximation (GGA), have been well developed and
widely accepted as a powerful theoretical tool for explaining
and predicting ground-state properties and electronic struc-
tures of a large amount of materials such as simple metals
and band insulators.> However both the LDA and GGA fail
when they are applied to strongly correlated electron sys-
tems, a very important class of materials in condensed-matter
physics. These materials contain unfilled d or f shells such as
cuprates, manganites, ruthenates, Fe pnictides, and pluto-
nium as well as the heavy-fermion systems. In the last 20
years, many efforts have been made to improve the situation.
New methods, such as LDA+U,* self-interaction-corrected
(SIC) LDA,’ and LDA plus dynamical mean-field (DMFT)
theory,® have been proposed to provide new computational
tools for the quantitative study of the strongly correlated ma-
terials. Those methods are quite successful in many aspects.
Nevertheless a method that is practically efficient and can
capture the key feature of the correlation effect as well is still
absent for the ground-state studies.

One of the main features in correlated electron systems is
that although the electrons in those narrow 3d or 4f bands
are delocalized, they still show some atomic features, which
are manifested in the appearance of the Hubbard band and
the enhancement of the effective mass. In weakly correlated
electron systems, electron states are delocalized in real space,
exhibiting nearly-free-electron behavior which leads to good
energy band description. The delocalization feature grants
suitable electron-density-dependent forms for correlation en-
ergy as presented in LDA and GGA since the electron distri-
bution is not far from homogeneous electron gas. However,
if electrons exhibit strong localization feature of the atomic
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orbitals, it is better to describe the electron states in real
space. The presence of strong on-site correlations requires
proper treatment of atomic configurations, which is orbital
dependent and plays important roles in determining the
physical property in this case. Methods such as LDA+U
(Ref. 4) and LDA+DMFT (Ref. 6) are proposed as remedies
since this orbital-dependent feature is absent in both LDA
and GGA. These methods start from similar Hamiltonians
including on-site correlations but operate in different ways.

In LDA + U method, the on-site interaction is treated in a
static Hartree mean-field manner. It is suited for strongly
correlated systems with long-range ordering, such as the
antiferromagnetic (AF) ordered insulators, but it fails for in-
termediately correlated metallic systems. In DMFT method,
the self-energy which is purely local in space is obtained in a
self-consistent way, which makes the LDA+DMFT method
the most accurate and reliable method now. However, the
frequency-dependent feature of the self-energy makes it very
time consuming, and the full charge-density self-consistency,
which is very important for the accurate total-energy calcu-
lation, is hard to achieve.

Looking back to the progress of analytical treatment of
strongly correlated system, we can notice that the Gutzwiller
variational approach (GVA) has been proved to be quite ef-
ficient and accurate’™ for the ground-state studies of many
important phenomena, i.e., the Mott transition, ferromag-
netism, and superconductivity. This approach was first intro-
duced by Gutzwiller'® to study the itinerant ferromagnetism
in systems with partially filled d bands described by the Hub-
bard model. In this approach, a many-body trial wave func-
tion was proposed, in which the weights of unfavorable
atomic configurations are reduced according to the varia-
tional parameters. Both itinerant and atomic features can be
described spontaneously by this type of wave function. Thus,
a unified description from weakly to strongly correlated sys-
tem can be built up by the GVA; this grants its capability to
accurately capture the essence of correlated systems. Various
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techniques have been developed to formulate this
approach”!"=!4 for different model Hamiltonians. The reli-
ability and feasibility of GVA applied to correlated systems
have been demonstrated by these theoretical studies.

In this paper, we will show that the GVA can be naturally
combined with the DFT. As the result, the LDA
+Gutzwiller (simply called LDA+G hereafter) method' is
proposed for practical calculations of correlated electron sys-
tems. To understand the formalism, we will show that a gen-
eralized Gutzwiller density-functional theory (GDFT) can be
established following the same spirit of Kohn-Sham (KS)
formalism in the DFT. The GDFT itself is rigorous; however,
its exchange-correlation functional is unknown. By introduc-
ing certain approximation to the exchange-correlation energy
in GDFT, the LDA+G method can be derived, very similarly
as with the LDA or LDA+ U methods derived by approxi-
mation to the exchange-correlation term in the KS formal-
ism. In order to show the validity and the advantage of this
method, we will demonstrate that GVA is as accurate as
DMFT for the ground-state properties, but computationally
much cheaper. In addition, the present method is fully varia-
tional, which guarantees that many of the important physical
quantities, such as the force or the linear response, can be
naturally obtained from the variational principle. Detailed
formalism of this method will be explicitly discussed here,
and we will also show that a fully charge-density self-
consistent procedure can be carried out, which is quite cru-
cial for the total-energy calculations. Furthermore we will
also show that LDA+G method is easy to be implemented
into the existing codes, particularly if the LDA+ U method is
already available.

This paper is organized as follows. In Sec. II, GVA is
discussed for a multiband tight-binding Hamiltonian. Then
we make detailed comparison between GVA and DMFT re-
sults in Sec. III. The combination of GVA with DFT and its
derivation from GDFT will be presented in Sec. IV. In Sec.
V, we apply the method to several typical systems and the
results will be discussed. The proofs of some equations are
put in the Appendix.

II. GUTZWILLER VARIATIONAL APPROACH

We start with the GVA for the ground state of correlated
electron model systems. The detailed description of GVA has
been presented by many authors; here we refer to Ref. 7 for
the review. For generality, we consider a model system with
a set of localized orbitals, such as d or f electrons, which can
be described quite generally by the multiband Hubbard
model. The Hamiltonian reads'*

H=Hy+Hy= 2 177 CL.Ciw+ 2 H; (1)
i,j;o,0" i
and
H;= 2 U il (2)
0,0 (o#0")

where o is combined spin-orbit index of localized orbital
basis {¢,} on site i: o=1,...,2N (N is orbital number; e.g.,
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N=35 for d electrons). The first part is just a tight-binding
Hamiltonian extracted from LDA calculation, and the second
term is the local atomic on-site interaction in which only
density-density correlations are taken into account for sim-
plicity. For generalized on-site interactions, please refer to
Ref. 14.

We first examine the Hamiltonian in atomic limit (i.e.,
considering only the H; term for single site). There are 2N
different spin orbitals and each spin orbital could be either
empty or occupied; thus there are totally 22¥ number of mul-
tiorbital configurations |I'). H; is diagonal in the space cast
by all |I') configurations since the on-site interactions are
density-density type,

Er=(HD)= > u™. 3)

o0’ el

E,r is the interaction energy of configuration |I') for the ith
site. (For general interactions, the atomic part should be di-
agonalized, and the eigenvectors are linear combinations of
[T').) Of course those possible configurations should not be
equally weighted, and electrons tend to occupy those con-
figurations which have relatively lower energy. For this pur-
pose, we could construct projectors which project onto speci-
fied configurations |I') on site i,

e = |6, )T 4)
with the normalization condition
D=1, (5)
r

since all the configurations {|T")} form a locally complete set
of basis.

In Eq. (1), if the interactions are not presented, the ground
state is exactly given by the Hartree uncorrelated wave func-
tion (HWF) | W), which is a single determinant of single-
particle wave functions. However, after turning on the inter-
action terms, the HWF is no longer a good approximation
since there are many energetically unfavorable configura-
tions. In a physical view, to describe the ground state better,
the weights of those unfavorable configurations should be
suppressed. This is the main idea of Gutzwiller wave func-
tions (GWFs). GWF |W;) is constructed by acting a many-
particle projection operator on the uncorrelated HWEF,

|\PG>=7AD|\I,O>,
75=Hﬁi=HE7\iF”A1iF- (6)
i i T

The role of projection operator Pis to adjust the weight of
each configuration through variational parameters A (0
=\,r=1). The GWF falls back to noninteracting HWF if all
N;ir=1. On the other hand, if \;r=0, the configuration I" on
site i will be totally removed. In this way, both the itinerant
behavior of uncorrelated wave functions and the localized
behavior of atomic configurations can be described consis-
tently, and the GWF will give a more reasonable physical
picture of correlated systems than HWF does.
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The evaluation of GWF is a difficult task due to its many-
body nature. There are many efforts in the literature, and the
most famous one is Gutzwiller approximation (GA), intro-
duced by Gutzwiller'® along with his proposal of GWF. In
this approximation, the intersite correlation effect has been
neglected and the physics meaning was discussed in Refs. 7
and 16. The exact evaluations of the single-band GWF in one
dimension'? and in the limit of infinite dimensions'® were
carried out. It turns out that Gutzwiller approximation is ex-
act in the latter case. Extensions to multiband correlated sys-
tems using Gutzwiller approximation were carried out by
Biinemann et al.'* Meanwhile Gutzwiller approximation was
proved to be equivalent to slave-boson theories!”"” on a
mean-field level for both one-band case’® and multiband
case.2l??

The expectation value of Hamiltonian (1) in GWF is

(VolHIWg) (| PHPW)
(Hyg = = - . (7)
Wl Ve) T (w [P,

Using the Gutzwiller approximation, in the limit of infinite
dimensions, according to Ref. 14 we have

<H>G = E ZIO'ZJO' <Cm' jo! >0 + 2 lO’nl(J’+ 2 Etl"mt["
i#j;o’,o'
()
where m; is the weight of configuration I,
mip = <\I’G|”A1ir|q'c> )
and
mr,mr_rDl(I,F.
ra V1 (1= n0 )

with DY, .=[I""|C},|T)| and 0=z, =<1. (See the Appendix
for details.)

In order to understand the above Gutzwiller results prop-
erly, it is better to compare them with the Hartree-Fock
scheme. For this purpose, here we give the Hartree-Fock
expectation value of Hamiltonian (1) using HWF |¥,),

<H>0 = E <C[0' jo! >O + E (610'+ AEIU’ nlo'+ C

i#j;a',o’
(11)

where C is a constant and Ag;,, which is proportional to
interaction strength U, is a correction to the on-site energy
(level shift) introduced by the static mean-field treatment of
the interaction term.

Comparing Eq. (8) with Eq. (11), now it is clear that the
main differences between the Gutzwiller and the Hartree ap-
proaches are as follows:

(1) There are orbital-related factors z,, in the former as-
sociated with the hopping terms, which describe the renor-
malization of kinetic energy, while the kinetic energy in the
Hartree approach is not renormalized.

(2) The interaction energy in the Gutzwiller approach is
not simply scaled with the interaction strength U, but it is
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related to the configuration weights, while in the Hartree
approach, the presence of interaction term will contribute
simply to the on-site energy correction in proportional to U
after the mean-field treatment.

The total energy under the GWF can be obtained by mini-
mizing Eq. (8) with respect to configuration weights m,r,
which now in fact are variational parameters. Since more
variational parameters are presented in this approach, the ob-
tained ground-state total energy is much better than that in
HWE. In other words, by using the GWEF, the obtained
ground-state total energy is further reduced due to the reduc-
tion in interaction energy, but in the cost of kinetic energy.
The balance of the two (gain and cost) is achieved by the
energy minimization with respect to variational parameters.

For the convenience of our following discussions, here we
would like to generalize the formalism and make several

definitions. Any operator A acting on the GWF can be

mapped to a corresponding Gutzwiller effective operator AC
which acts on the HWF (rather than GWF), requiring that its
expectation values are kept the same,

(WGlA[W ) = (W | PTAPIWo) = (W|ACWy).  (12)
Here we have
G=piap. (13)

If the operator Aisa single-particle operator, such as AO
=3 (,(,/A‘"’ C},Cjsr (Where A7 =(ig|Ay|jo’)), then similar
to the above procedure for the evaluation of kinetic energy in
Eq. (8), its Gutzwiller effective operator (in Gutzwiller ap-

proximation) can be written as

AO - E Alj Zta'ZJO"Cm'CJO" + 2 (1 _tho')

ij;o0’

0 ll’

(14)

where again z;, are orbital-dependent renormalization fac-
tors, which are determined through the configuration weights

presented in the projector P. Here please note that the diag-
onal term and the hopping term should be treated separately
(see the Appendix).

Following the above general definition, we can now de-
fine a Gutzwiller effective Hamiltonian H® which acts on
HWE,

HG HO +H1nt’ (15)
such that the following equation holds:
(Wo|HO|Wo) = (¥ GlH|W ) = Eg. (16)

Here the kinetic part Hg can be written out according to Eq.
(14), and the interaction part is

mt E E:ler (17)

for the density-density-type interaction as discussed above.
Now we are coming to a stage that we can solve the

Gutzwiller problem easily through energy minimization. In

practice, the minimization procedure will be done iteratively
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with each loop being divided into two steps. The first step is
to fix the Gutzwiller variational parameters my and find the
optimal HWF. As we know the HY for given mp, which is
noninteracting, this step can be easily done by diagonalizing
HO and filling the corresponding bands up to the Fermi level.
Then in the next step, we will fix the HWF and optimize the
energy respect to all the Gutzwiller variational parameters
mp. The explicit equation can be written as

JEg 1 07;
— o0 Zia
9 - 2 ti,j am Zj o’ <Cw- jo! >()
Mir  jj#i| g ir
Zl a’

* 2 G {CCirdo | + Eir =0 (18)
In this second step of calculations, for the lattice model with
crystal periodicity, usually additional constraints can be
adopted: (1) there is no site dependency for z;, factors and
occupation number n;,, i.e., z;,=2;, and n;,=n;,; and (2) the
charge on each orbital should be kept to be the same as that
obtained by HWF (for pure density-density interaction as
discussed in Ref. 14). In other words we have

2 <F|C;rgci(r|r>mi,r =Nig= n?(r = (7). (19)
r

When all m;- are obtained, go back the first step to construct
a new effective Gutzwiller Hamiltonian again. By this recur-
sive method, all parameters m; and |W,) can be obtained
self-consistently.

Typically, the second step of variations, i.e., the optimiza-
tion of m,r, is not so easy for multiband systems because a
large number of nonlinear equations need to be solved spon-
taneously. Fortunately, following the steps described in our
previous paper,?® we are able to transfer the nonlinear equa-
tions into linear equation set, and furthermore a so-called
adiabatic solution searching procedure can be adopted. Those
techniques will greatly reduce the computational cost and
stabilize the calculations.

III. COMPARISON OF GUTZWILLER APPROXIMATION
WITH DYNAMICAL MEAN-FIELD THEORY

In this section, we will compare the results obtained by
the GVA and that by the DMFT for the single- and two-band
Hubbard models. With the careful comparison of kinetic en-
ergies, interaction energies, and quasiparticle spectra, we are
going to clarify the following important issue: can GA cap-
ture the important “incoherent motion” of the correlated
electrons or not? This problem is considered to be the biggest
shortcoming of GA, which prevents it to be widely used in
the first-principles calculations of strongly correlated materi-
als. As we will show below, the GA can definitely capture the
effect of incoherent motion in the ground state by its multi-
configuration nature, which leads to very good agreement
with the DMFT ground-state results for both the kinetic and
interaction energies. On the other hand the situation is not as
good for the excited states since the variational parameters in
the GA are determined by optimizing only the ground-state
energy, not that of excited states. Therefore, GA is a much
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better approximation for the ground state than for excited
states. Within the frame of GA, it is difficult to construct the
high-energy excited states corresponding to the upper and
lower Hubbard bands. That is why in the Green’s function
obtained by GA, we only have quasiparticle part and no
Hubbard bands, while the problem only exists for the high-
energy excited states and not for the ground state and the
low-energy quasiparticle states.

We start from the multiband Hubbard model (1). For the

clarity we only keep the intraorbital hoping t” o =1; ;644 and
neglect the on-site energy €, in the followmg (restoring
them does not change the conclusions). To describe quasipar-
ticle states, an important physical quantity is Z factor. Actu-
ally, there are two different definitions of Z in literature. The
first one is the renormalization factor of the effective band-
width for the quasiparticles; the second one is the weight of
the coherent part in the electron Green’s function near Fermi
surface. As we will show below, in GA the Z factors obtained
by the above two definitions match each other, while in
DMFT they are quite different. In the following comparison,

we compute Z within DMFT by Z=(1- {?m‘;—fR lw=0)~", which is
quasiparticle weight, while in GA calculation we define Z
2
:Z .
Under Gutzwiller approximation, the quasiparticle states
and quasihole states can be expressed as>*

o PCl W) for i, > py
”ﬁCkU|\IIO) for g, < ug.

With the above trial wave function, the excitation energy can
be calculated as

/h /h
+EVh = Pl |H] V)

ko — p/h|q)p/h G (20)

for quasiparticle (quasihole) excitations. The above equation
can be evaluated by GA as shown in the Appendix, which
leads to a simple expression of Green’s function,

Vi

Gcoh( ) 5
0= 23 (&xy— Mp)

s

with
|<(I)£0'| CZ(r|\PG>|2 for Eko > MF
|<®Za|cka|q'0>|2 for e, < up

V=

being the weight of the coherent part spectrum, which can
also be evaluated to be equal to zi under GA as shown in the
Appendix. Therefore within GA the quasiparticle weight is
coincident with the renormalization factor of the kinetic en-
ergy; thus dynamical information is captured by variational
approach.

In Figs. 1-4, we compare the kinetic energies, interaction
energies, and Z factors from GA and DMFT calculations. We
choose the noninteraction density of state to be p(g)
= LD VD?-¢2, which corresponds to Bethe lattice with infinite
connectivity. Anderson impurity model in DMFT is solved
by Lanczos method, which gives essentially exact results. As
could be seen in Figs. 1-4, GVA captures ground-state ener-
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FIG. 1. (Color online) Comparisons of calculated Z factors, total energies, double occupancies, and kinetic energies of single-band
Hubbard model with half filling. In GA the band renormalization factor and quasiparticle weight are coincident. Z factor from DMFT denotes

quasiparticle weight. Double occupancy is {nn ).

gies quite well for almost all correlation strengths and band
fillings. Although as a variational approach it targets total
energy and does not ensure the correctness of kinetic and
interaction energies in principle, we still observe quite good
coincidence of kinetic and interaction energies, respectively.
We also notice that as the band degeneracy increases, there is
further coincidence between GA and DMFT results as shown
in Fig. 4 for two-band case.

For half filling n=1.0 where there is Mott insulator tran-
sition for large U, the introduction of GA further neglects
spatial correlation and underestimates the absolute value of
kinetic energy (Fig. 1). In Mott phase, GA gives vanishing
double occupancy, while DMFT result always shows finite
double occupancy due to spatial fluctuation. The flaw at large
U could be traced back to the fact that the starting wave
function of Gutzwiller projection is uncorrelated Fermi-
liquid state |W). This fact is also part of the reasons for the
important shortcoming of GA: it miscaptures the high-energy
excited states (seen from the overestimate of Z factor in Figs.
1-4 for large U). For all interaction strengths and band fill-
ings, Z factor from GA is larger than that from DMFT treat-
ment; i.e., the method gives more weight to low-energy co-
herent part. Nevertheless, we recently demonstrated® that
this overestimation of Z factor can be further corrected by
properly taking into account the contribution from excited
states (namely, the incoherent motion of electrons).

To conclude this section, we make the assertion that as a
cheap tool for correlated systems, GA has fairly good energy
resolution, particularly good for the ground-state total energy

with dynamical information included. But care must be taken
when dynamical information associated with high-energy ex-
citations is tried to be extracted from the GA results.

IV. COMBINING DFT WITH GUTZWILLER
VARIATIONAL APPROACH

In this section, we will discuss how we can combine the
DFT with the GVA. The discussions will be separated into
three parts. The detailed formalisms of LDA+G method are
explicitly derived in the first part, which are used in realistic
calculations. In the second part, we discuss a general GDFT,
and then we derive the LDA+G formalism from the firm
base of GDFT. In such a way, we demonstrate the rigidity of
this method. Finally, in the third part, we will discuss the
on-site interactions and the double-counting term.

A. Formalism of LDA + Gutzwiller method

As we discussed above, the strong on-site correlation is
underestimated in LDA. For those strongly correlated mate-
rials, in which the correlations play very important roles in
determine the electronic structure, this underestimation may
lead to qualitative mistakes. One common procedure to over-
come this problem is that we treat the interactions more ex-
plicitly on top of LDA level, just like what has been done in
LDA+U or LDA+DMFT schemes. The starting effective
Hamiltonian is usually written as
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FIG. 2. (Color online) Comparisons of calculated Z factors, total energies, double occupancies, and kinetic energies of single-band

Hubbard model with occupation number n=0.9.

H=Hps+ Hiy — Hyc, (21)

where Hyp, is the LDA part Hamiltonian extracted from the
standard LDA calculation, H;, is the on-site interaction term,
and H, is the double-counting term representing the average
orbital-independent interaction energy already included by
LDA.

Both LDA+U and LDA+DMFT methods start from the
same Hamiltonian as shown above; however they treat the
problem in different ways. In the LDA+ U scheme, Hartree-
type mean-field approximation is used to solve the above
Hamiltonian, which can capture the orbital-dependent phys-
ics (which is absent in LDA), but the dynamical correlation
is still not included. On the other hand in the LDA+DMFT
method, the purely local self-energy is evaluated by solving
an effective quantum impurity model mapped from the origi-
nal lattice model. With the frequency-dependent self-energy,
not only the ground-state properties but also the dynamical
response around the equilibrium can be considered by
LDA+DMFT. Because of the frequency dependency of the
self-energy, the LDA+DMEFT is quite expensive in compu-
tational time. In many applications, we are only interested in
the ground-state properties and it is quite important to de-
velop a computational method for correlation materials,
which is as fast as LDA+U and can capture the dynamical
correlation effect as well for the ground state.

As we have proposed in the previous paper,'> an alterna-
tive way to solve the problem is to use Gutzwiller wave
function rather than single determinant Hartree wave func-

tion. This approach is much cheaper than DMFT, but its
quality is as good as DMFT for the ground-state determina-
tion (as been shown in Sec. III) because it can capture the
dynamical correlation effect due to the multiconfiguration
nature of the Gutzwiller wave function. More importantly,
this approach is fully variational, and can be easily combined
with the DFT as will be discussed below.

Now the goal is to solve Hamiltonian (21) by the GVA.
For this purpose, we need to discuss the Hamiltonian in more
detail. Since the problem to be addressed here is generally
orbital dependent, the effective Hamiltonian should be writ-
ten in a set of complete orbital bases, which are always avail-
able, such as Wannier functions or atomic orbitals. These
orbitals can be denoted by |ia>, in which i is site index, « is
spin-orbital index, and C;a is the corresponding creation op-
erator.

Following the basic idea of LDA+U or LDA+DMFT ap-
proaches, the H;ps term in effective Hamiltonian (21) is
regarded as single-particle operator. It can be therefore ex-
pressed in terms of a complete set of orbitals as

Hipa= E tijaa'CiaCiats

Lo
ij,aa

lijaar =(ia|Hypplja’). (22)

Suppose all the orbitals on the same site are correlated, and
the interaction term can be written as
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in which ﬁm=CLC,~a. Now it is easy to see that effective
Hamiltonian (21) has the same form as that shown in Hamil-
tonian (1). (Please note the double-counting term only con-
tributes to a constant uniform shift, and has no orbital depen-
dency, as will be addressed in the latter part.) Then following
the steps discussed in Sec. I, we will be able to solve the
problem. This is the scheme used in most of post-LDA tech-
niques, where a tight-binding fit to LDA results are first ob-
tained, and then local orbital-dependent interaction terms are
implemented and the problem with interaction should be
solved by some many-body techniques. We can therefore call
the above procedures as post-LDA plus Gutzwiller ap-
proaches, which has been recently used for several
examples.20-28

However, our intention is to develop a complete LDA
+G method with full charge self-consistency and without
tight-binding fitting. Two important factors have to be con-
sidered for this purpose. (1) Realistic materials consist of
nonstrongly correlated bands, which can be treated nicely by
LDA, and strongly correlated bands, which require the
Gutzwiller step. Proper separation of two sets of energy
bands is therefore necessary. (2) Full charge-density self-
consistency need to be considered. These will be the main
points for our following discussions.

We first divide the complete orbital basis into localized
and extended orbitals, and the interactions are added only for
localized orbitals, for example, d or f orbitals in transition-
metal or rare-earth compounds. The localized and extended
orbitals are labeled by {|ic)=C] |0)} and {|i8)=CIJ0)}, re-
spectively, and the completeness of orbital basis requires that

2 lio)iol + X |is)idl = 1. (24)
io i5

Under the representation of this basis set, the H p, reads

Hipa= (E lio)iol + -2,5 |i5><i51>HLDA<E lio")jo'|
io i jo!
+3 |15’><J'5'|). (25)
js'

As discussed in Sec. I, the GWF W) is constructed from
the HWF |W,) with proper projection. Any operator acting
on GWF can be mapped to a Gutzwiller effective operator
which acts on HWF instead. Since Hjp, only consists of
single-particle operators, following the definition in Eq. (13),
its corresponding Gutzwiller effective Hamiltonian can be
written as
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FIG. 4. (Color online) Comparisons of calculated Z factors, total energies, interaction energies, and kinetic energies of two-band Hubbard

model with SU(N) interaction.

HEDA = (2 Zi,u|i0'><i0" + '25 |i5><i51)HLDA(2 Zj,u'|j0">
x(jo'|+ 2 |ja'>o'6'|> + 3 (1-22)io)

i io
X{io|Hy palioXial. (26)

To derive this Gutzwiller effective Hamiltonian, it is essen-
tial to understand that for those noninteracting orbitals, the
corresponding renormalization factor z;5 is equal to 1. This
formula could be further simplified using completeness con-
dition (24),

Hipp= (E 2 olio)iol +1 - E |i0'><i0'|>HLDA(E Zjorlio")
jo'

o o

XGo'|+1-3 |ja’>o-a'|) +3 (1-2)]io)

jo
and the interaction energy is given as
(WlHin W) =2 Eypmp. (28)

[HE

Now it is clear that the complete basis set defined at be-
ginning is actually not necessary for realistic calculations
because only the localized orbitals (io| appear in the above
equation. The interaction terms are also defined only for

those localized orbitals. We then come to a stage very similar
to LDA + U, where localized orbitals are defined and interac-
tion within those orbitals is supplemented. What is addition
to LDA+U scheme is that the kinetic energy of each local
orbital is renormalized by factor z;, which needs to be deter-
mined in terms of configuration weights and configuration
energy through the variational approach as shown below.

In realistic calculations for solid crystals, it is more con-
venient to carry out the calculations in reciprocal space, es-
pecially for those plane-wave methods. The transformation
to the reciprocal space is quite straightforward because the
Gutzwiller approximation keeps the translational symmetry
unbroken. We first define the Bloch states of localized orbit-
als |io),

1 )
|ko) = ]T]E e Rilig). (29)

Then the Gutzwiller effective Hamiltonian HY,, in k space
can be written as

HEDAz (E zolko)kal +1 - 2 |k0'><k0'|)HLDA
ko ko

x(Z kWK [ +1= D |k’0’><k’a’|)
ko' kKoo'

+ E (1 _Z(ZT)|kO'><k’U|HLDA|kIU><kU|'
kk' o

(30)
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Let us define the projector P=3,P;,=3, ,Jko)(ko| which
projects onto the Bloch state of localized orbital; then the
projection to the remaining delocalized orbitals is taken into

account by 1—P. For convenience, here we also define an-
other projector Q=3 ,z,|ka)(ka]|. Then we have

HC = (1= P+ Q)Hipa(1 =P+ Q)+ X (1 -22)|ko)
kk' o

X (k' a|Hypalk' o) ko], (31)

The total energy is obtained by evaluating the expectation
value of the Hamiltonian,

E(p) = (Wo|HIp W o) + 2 Epmp — Eg,
T

=(Wo|(1 = P+ Q)Hipa(1 - P+ Q)W)

+ E (1- Z?r)nUEI(IDA + 2 Ermp—Egs.,  (32)
T r

in which &y =2 kalH palko), n,=2(¥o|ka)ka|Vy),
and Ejy. is the double-counting energy.

Now the remaining task is to minimize the total-energy
functional with respect to variational parameters: uncorre-
lated wave function |¥,) and atomic configuration weight
myp. Very similar to the familiar Kohn-Sham equation, the
uncorrelated wave function |W,) in the periodic lattice can be
written as a simple Slater determinant of single-particle wave
functions |,;). Two sets of variational equations can be de-
rived from minimization of Eq. (32) with respect to |1, and
mr, respectively. For the variation with respect to |,
please note that the orbital occupation number n,

=3, il Prol i) also depends on |4,) inexplicitly,

IE(p) { ¢ IE(p) 9z,
= + P —H - = 5
afnk< wnk| LDA 020 J n, ko dc |¢nk> nk|¢nk>
(33)
oFE JFE 17)
&mr o (920. d mp
in which
JE(p) 2 (1 X R
- = _2 fnk<¢nk|PkoH€DA + HIS;DAPkU| D)
gzo o 2 nk
- noffDA) : (35)
When deriving this equation, the following relation is used:
d(1-P+Q) L.
o =2 kool = (1 - P+ O)lko)ko

=(1-P+0Q)P,,. (36)

There are several constraints. The wave functions should be
orthogonal and normalized, the total configuration weight
must be unity, and for pure density correlations the local
densities will not be changed in GVA:

PHYSICAL REVIEW B 79, 075114 (2009)
<¢nk|¢n’k’> = 5}1,}1’ 5k,k’ ’

Emrzl,
r

g (T|CLC,Tymp = (g = (ipo- (37)

Through the above steps, we will be able to solve the prob-
lem for fixed LDA Hamiltonian Hyp,.

Now the question is how we can achieve self-consistency
in the charge density. This step is very crucial, and the reason
is the following: as we discussed above, all electrons (both
delocalized and localized) should be included in realistic cal-
culations. However those delocalized orbitals are treated in
LDA level, and localized states are treated by the LDA+G
step. The modification of the localized state will in return
affect the charge distribution of all other delocalized states;
particularly the charge transfer process between the delocal-
ized and the localized orbitals may happen. This is of course
important physics. If it is not treated properly, different con-
clusions may be drawn, as already discussed in the example
studies for Na,_Co00,,> where several post-LDA plus
DMFT studies give different results.

The charge-density self-consistency can be achieved eas-
ily as long as the charge density can be constructed because
the LDA Hamiltonian is determined by the electron density.
In the present LDA+G scheme, the electron density can be
constructed from the Gutzwiller wave functions by

p=(Vlp|¥s) = (¥o|p°|Wy). (38)

Since p is also a one-particle operator, similar to previous
steps, with the help of Eq. (14) we have

po= (2 olioNio+1-3 |io><io|)|r><r|(2 Zolic!)
jo'

X(jo'|+1-> |jcr'></'0’|) + 3 (1= 2)lioNial|r)r]
jo! io

X|io)io], (39)

or we can write down the expression in the momentum space
with the following simple expression:

0= =P+ QN1 -P+0Q)+ X (1-22)|ka)k al|r)
kk' o

X(r||k’ o) ka. (40)

Equations (33) and (34) together with Egs. (10) and (40)
provide a self-consistent scheme, which is named LDA
+Gutzwiller method by us. Equation (33) is similar to the KS
equation in LDA or GGA, except that the Hamiltonian has
been replaced by the corresponding effective Gutzwiller one
with orbital-dependent terms. Equation (34), which is used to
determine the configuration weight, and Eq. (10), which de-
termines the factors z,, are given by GVA.

We illustrate our schematic self-consistent loops for
LDA+G method in Fig. 5. Two main steps in this scheme
are: (1) for fixed factor z,, solving the Kohn-Sham-type
equation to get uncorrelated wave function W, and (2) for
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FIG. 5. Flow chart of self-consistent loops for LDA
+Gutzwiller method.

fixed W, calculating the configuration weights mr and then
obtaining factor z,. The iteration loops end when both elec-
tron density and renormalization factors are self-consistent.
This scheme could be easily implemented in all kinds of
existing ab initio codes, no matter what kinds of basis sets
are used for the wave function, because the essential compu-
tational requirement is just the calculations of projection to
some local orbitals. If the LDA+U method is already avail-
able in the original code, the implementation of LDA+G
method will be much easier since the local orbitals defined in
LDA+U can be also used in the LDA+G formalism.

After the charge-density self-consistency has been
achieved, the ground-state properties such as the stable crys-
tal structure and magnetic structure as well as the elastic
properties can be calculated, which is quite similar to the
standard LDA procedure. Besides that, we can also obtain
the density of states (DOS) by LDA+G. Because the band
dispersion E,; obtained by LDA+G is for the quasiparticle
excitations, we can derive two types of DOSs from the
LDA+G band structure. The first one is the quasiparticle
DOS, which can be expressed as

PQP(‘U) = E Nw—Ey). (41)
nk

Experimentally the electronic part of the low-temperature
specific heat is directly determined by the quasiparticle DOS
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and thus can be estimated by LDA+G for correlated materi-
als. Another type of DOS is the integrated electronic spectral
function, which is called electron DOS in LDA+G. Using z,,
obtained by the Gutzwiller approximation, the weight of the
quasiparticle peak at E,; appearing in the electronic spectral
function can be expressed as

Z, = (kn|Q%|nk) + (kn|1 = P|nk). (42)

Then the electron DOS can be obtained by the summation
over all k, which reads

pa(®) =2 2,80 —E,). (43)
nk

As we mentioned in Sec. III, only the coherent parts (qua-
siparticle peaks) can be captured by LDA+G and not the
incoherent parts (Hubbard bands). The electron DOS in
LDA+G corresponds to the low-energy part of the photo-
emission spectrum, which is mainly determined by the qua-
siparticle dynamics.

In the end, we would like to comment on the relationship
between LDA +G method and LDA or LDA+U. First it can
be easily figured out that LDA +G method falls back to DFT-
LDA method spontaneously in noncorrelated systems. This
can be seen from the multiband Hubbard model in which
on-site interactions go to zero; then no configuration is ener-
getically unfavorable and GWF falls back to HWF. In
LDA +G method, this case means that the supplemented on-
site interaction energy and double-counting term are zero;
then all localized orbitals are really delocalized and the cor-
responding renormalization parameters are Z,=1. The for-
malism falls back exactly to DFT-LDA.

LDA +Gutzwiller method can also cover the LDA+U
method when applied to strongly correlated insulators with
long-range ordering, in which LDA fails while LDA+U is
successful. Actually this is quite easy to be understood. In
the strongly correlated insulator with long-range ordering
and integer occupation, such as the antiferromagnetic phase
in the half-filled Hubbard model, the unit cell is doubled by
the AF order, which greatly reduces the local fluctuation
among the atomic configurations and thus increases the z
factor to be close to unity. Again in the z=1 limit, the GWF
returns back to HWF; the LDA+G energy functional is
equivalent to that of LDA+ U when the z factors approach 1.

B. Derivation from Gutzwiller density-functional theory

In Sec. IV A, we have derived the LDA+G method in a
physical but yet not rigorous way. In this section, however,
we will derive the LDA+G method from a sound base. We
will discuss a GDFT, which is rigorous and exact, just like
the KS formalism developed from the DFT. In the KS for-
malism, as long as we know the functional of exchange-
correlation energy EXKCS, we can solve the ground-state prob-
lem. This is also true for GDFT, where we have ES. in its
rigorous form instead of EXS. Of course, exact EY, is un-
known, and certain kinds of approximations have to be used
in realistic calculations. In the KS formalism, if the LDA is
used for the EXY (=EXP%), then the LDA-KS-type formalism
is realized. In addition, if LDA+ U approximation is used for
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the EXS (=ELPA*Y)| the LDA+U method can be obtained.
We will show here that the LDA+G method can be actually
regarded as a “LDA+ U approximation in GDFT formalism,”
where LDA+U-type approximation is used for the
exchange-correlation term. We will first establish the GDFT;
then we derive the LDA+G formalism from the firm base of
GDFT.

1. DFT and Kohn-Sham

It is helpful to recall the basis of DFT first. The
Hohenberg-Kohn (HK) theorem' shows that the total energy
of an interacting electron system can be defined as a univer-
sal functional in terms of electron density p(r). The ground-
state energy is the global minimum of the functional. The
electron density that minimizes the functional is the exact
ground-state electron density. The equations are written as

E[p]=(¥Y[H|¥)=T{p]+ Ey.{p].

p=(Wipiw), (a4)

where | W) is the ground-state many-body wave function, T is
the kinetic energy, and E;, is the interaction energy. At this
stage for simplicity, the energy due to external potential is
not included in the formula (it will be supplemented later).
This theorem is exact, but cannot be used directly since the
explicit form of this functional is unknown. This problem
can be transferred to an equivalent KS problem by using the
well-known Kohn-Sham ansatz,? which is now become one
of the most important basis of first-principles electronic
structure calculations for solid states. In this ansatz, a refer-
ence system is introduced, whose exact Hamiltonian is still
unknown, but we know that its ground-state wave function
can be exactly written as the HWF |W,). (Therefore, the
reference system here is actually a noninteracting system be-
cause we know that its wave function is |¥).) As long as the
charge density of the reference system p” matches the true
ground-state charge density (i.e., p’=p), then from the
Hohenberg-Kohn DFT, the total energy of the true system
can be reproduced through the reference system,

Elp] = ES[p"1=T[p"] + E5 [p"] + EX "]

= (V| W) + EN[p°] + ESTp°],

p=p"=(Wlp|Pp). (45)

The KS kinetic energy TXS and the Hartree energy Egs of
the reference system are different from the true kinetic and
interaction energies, 7 and E;,, but importantly their func-
tional forms are known. The KS idea is simply to reorganize
the total-energy expression such that those known parts can
be treated explicitly and all unknown parts are moved into
the third term called exchange-correlation energy Efcs. Itisin
this sense that KS formalism is still exact for the ground-
state total energy. The merit of KS formalism is that the
problem is solvable as long as the functional form Efcs is
known. By definition, the exchange-correlation energy is
given as

PHYSICAL REVIEW B 79, 075114 (2009)

EXS = ATSS 4 AESS = (T - T5) + (B - EXS),  (46)

nt

where two contributions should be physically included: (1)
the correction to the kinetic energy, ATXS; and (2) the cor-
rection to the interaction energy, AEII;S

The KS formalism up to now is exact. However certain
kinds of approximations have to be made for Efcs in realistic
calculations, as will be discussed below. Nevertheless, here
we want to put a note for the reference system. Once the
approximation has been introduced for the exchange-
correlation term EXKCS, the nature of the reference system may
be modified. In reality, if the LDA+ U approximation is used
for the exchange-correlation potential in KS formalism, the
reference system is no longer noninteracting, and the |W) is
just an approximate wave function.

2. GDFT

Here we can establish an exact GDFT in parallel to KS
formalism. One can see from KS formalism that taking a
noninteracting system as reference is not a necessity. What is
really important is to know the exact form of the wave func-
tion of the reference system, such as |W,) in KS. The main
benefit of this strategy is that in the reference system the
kinetic operator can be evaluated explicitly in quite a simple
form. In the spirit of Kohn-Sham ansatz, any system can be
taken as reference provided that it has the same electron
density as the true system. We can theoretically formulate the
exact GDFT, similar to KS, as follows:

(1) To replace the original difficult interacting many-body
system, we choose an auxiliary reference system, whose ex-
act Hamiltonian is still unknown, but we know that its
ground-state wave function is given as the Gutzwiller wave
function |W) (rather than the HFW |W,)). An important
point to be noticed here is that the fact that whether the
reference system is interacting or noninteracting actually
does not matter since the Gutzwiller wave function can be
used to describe both the interacting and noninteracting sys-
tems in a better way. (The nature of the reference system
depends on the choice of exchange-correlation potential as
will be further discussed in the following part.)

(2) Following the KS ansatz, we assume that the ground-
state density of the original interacting system is equal to that
of the reference system, p®=p. (The representability is not
rigorously proved at this stage; therefore this step is still an
ansatz. However, considering the fact that the WG automati-
cally returns back to ¥ in the noninteracting limit, it has the
same spirit as KS ansatz which has been proved to be valid
for many applications.)

(3) The kinetic energy of the reference system can be
explicitly written as T¢=(W¢|T|¥).

(4) All unknown parts are moved into the exchange-
correlation energy EXGC Finally, the total energy and the
charge density will be written as

E[p]=E%p°]=Tp 1+ Ef[ p°1 + ES[ p°]

= (V|TIV ) + EgL %1+ ES[p°],

p=p%=(¥p|¥C). (47)
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The above formulation of GDFT is still exact, like KS.
We can also come to the same conclusion as KS that if the
exact exchange-correlation energy Efc is known, the exact
ground-state energy of the true system will be obtained.
Again for the physical understanding, two terms are included
in the exchange-correlation energy: (1) the correction to the
kinetic energy ATY; and (2) the correction to the interaction

energy, AEC,, expressed as

ES = ATC + AES = (T - T°) + (E;p — ES). (48)

int ™

As already mentioned, the W automatically return back to
W, in the noninteracting limit; therefore the present GDFT
can be regarded as a general extension of original KS for-
malism. The spirit of GDFT here is very similar to previ-
ously developed generalized Kohn-Sham (GKS) scheme?
where an interacting reference system is chosen. However,
GDFT is different from GKS in the following sense. In
GDFT, we know that the wave function of the reference
system is given as the Gutzwiller wave function. In GKS, on
the other hand, the wave function of the reference system is
still represented as a single Slater determinant, but the energy
functional is modified to take into account the interacting
energy explicitly.>

3. Approximations for E,

Certain approximation has to be introduced for the un-
known exchange-correlation part in order to perform practi-
cal calculations. We will start from the LDA and LDA+U
approximations used in KS formalism, and then we will
show that by introducing the LDA+ U-type approximation
into GDFT, the LDA+G method can be derived.

a. LDA or GGA. The most popularly used and widely
accepted approximation is the LDA, where the exchange-
correlation energy is approximated as

EXS ~ FLDA Z ATLDA 4 AFLDA, (49)

mt

We assume that the readers have the basic knowledge about
LDA; we therefore do not discuss its details here. The only
point we want to emphasize is that the LDA is basically
parametrized from the uniform electron gas, so there are no
localized orbitals in the LDA formalism and orbital-
dependent terms are taken into account just like in a mean-
field way as mentioned previously. This is the reason why
LDA works well for simple metals, such as Na and K, where
wide s band crosses the Fermi level, but it fails for strongly
correlated systems, such as transition-metal oxides.

b. LDA+U for strongly correlated systems. To overcome
the problem of LDA for strongly correlated systems, LDA
+ U method has been used, where the exchange-correlation
energy is approximated as

EXKCS ~ E&?A+U — ATEDA L A E;?MU
= ATPA 4 AE;?A +(Hino = Eqe

= Ex2 + (Hindo — Eqe- (50)

The spirit of LDA+ U method is that the LDA does not treat
the interaction energy sufficiently well, and it needs to be
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corrected for strongly correlated systems. Therefore, the
interaction energy correction in original LDA AE&?A is
replaced by the LDA+U counterpart, AELPAU=AELPA
+(Hp0o—E4e- In such a way, the interaction term is treated
more explicitly, and the energy is improved.

To understand the LDA+ U formalism, it is very impor-
tant to notice the following points: (1) The reference system
(in KS) is no longer noninteracting anymore since the inter-
action term H;, is supplemented from the exchange-
correlation potential. Therefore, the |W,) is no longer the
rigorous eigenstate of the reference system; instead it is just
an approximation. (2) It is only up to this step that the defi-
nition of local orbital and interaction strength U is necessary.
In such a way, the orbital-dependent potential is given (the
LDA-type Ei?A only depends on the density, not on the
orbital).

The LDA+ U method is quite successful for many of the
insulating systems, which have AF long-range ordered
ground state; however its quality is still not sufficient and
can be improved further. The main drawbacks of LDA+U
are twofold: (1) the supplemented interacting term Hj, is
treated by crude Hartree scheme, and the interaction energy
is typically overestimated. Actually, once the reference sys-
tem becomes interacting system, the W, is no longer a rigor-
ous wave function. (2) Due to the usage of W, as an approxi-
mate wave function, only the interaction energy is further
corrected (over LDA); namely, (H,,), is the further correc-
tion to the interaction energy. But the kinetic part AT is still
kept to be the same as that in LDA (AT*PA). However it is
known that the presence of interaction term should also
renormalize the kinetic energy. Those drawbacks can be
improved from our LDA+G formalism as will be derived
below.

4. Derivation of LDA+G from the GDFT

The GDFT itself is also exact; however, certain approxi-
mations have to be used for the EC in practical calculations.
Since the exchange-correlation energy is a functional of
charge density, the easiest way of course is still to use the
local density approximation, and neglect the nonlocal part of
the potential, i.e., Efc ~ E];? A For the Hartree energy, it only
depends on the charge density, and it is the same for both
KS-DFT and GDFT, i.e., Eg=E§S. Therefore, after applying
the LDA to EXGC, all the potential energies in GDFT recover to
be the same as that in LDA-KS. In this limit, we already
know that the reference system is a noninteracting system,
and the wave function W; should return back to W,. There-
fore, all the above GDFT formalism returns back to LDA-KS
if the LDA is used for EXGC So far, we gain nothing from the
usage of GDFT. However, if the LDA+ U-type approxima-
tion is used for EXGC in GDFT, the situation will be much
improved.

As have been discussed above, to overcome the problem
of LDA for strongly correlated system, the strategy of
LDA+ U approximation is to use a supplemented interaction
term H;, in the exchange-correlation potential, such that the
electron-electron (e-¢) interaction can be treated more explic-
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itly beyond LDA. The reference system now is no longer
noninteracting, but W, is still used to approximate the wave
function of the reference system in the LDA+U KS formal-
ism. The same approximation for the exchange-correlation
term can be also used in the GDFT; namely, an interaction
term H;, can be supplemented in the exchange-correlation
potential to describe the electrons in localized orbitals better
(beyond uniform electron gas in LDA). Again, the reference
system is an interacting system now; however, what is dif-
ferent in GDFT is that the wave function of reference system
is given as W rather than W. Of course, the GWF W is
much better than HWF W, for interacting system, and it is in
this sense that the formalism is improved over LDA+U.

Therefore, using the similar LDA+ U approximation in
the GDFT, exchange-correlation energy and the correspond-
ing total energy can be written as

Elp]=T%[p] + Exlpl + Exlp]

=(V|TIV ) + Exlpl + ES[ p],

G __ LDA+G _ A 7LDA LDA+G
E.. =E_ =AT-""+ AE;,

= AT"PA L AEMPA L (HL V6 — Eye

nt

=E>M + (Hind — Eqe- (51)

It differs from the LDA+ U KS scheme in the following two
points: (1) the supplemented interaction term is more pre-
cisely dealt with the Gutzwiller wave function; namely, the
(H,) ¢ is used instead of (H,,),. (2) Although the AT'PA is
still used in the exchange-correlation functional, the kinetic
energy is actually improved through the replacement of 755
by T¢. The usage of AT*PA in Efi requires more discussions.
It is known that the drawback of AT™PA is that it keeps only
the local part and neglects the nonlocal part. Therefore, to
make improvement, nonlocal correction should be supple-
mented. However, it is seen from our above GDFT formal-
ism that the nonlocal correction to the kinetic energy has
been naturally included through the replacement of
(Wo|T|W,) by (W,|T|Ws). Therefore, in the exchange-
correlation part, the nonlocal correction to the kinetic energy
is no longer necessary, and only local part needs to be con-
sidered. This is the reason why ATP* can be used for E¢.
The usage of AT'PA in EXGC can also guarantee that the
present LDA+G formalism returns back to the LDA+U so-
lution in the static limit, where the z factors approach unity
and |W°) approach [W0).

Up to this stage, we have finished all the necessary steps,
and we show that the original LDA+G formalism discussed
in Sec. IV A can be derived from a more rigorous base,
namely, the “LDA + U-type approximation for the exchange-
correlation potential in the exact GDFT formalism.” Using
Eq. (51), Hamiltonian (21) discussed in Sec. IV A under
GWF will be recovered. To be more practical, here we will
write down the final version of the necessary equations ex-
plicitly. The total energy and the exchange-correlations read

Elp]= <1PG|f|TG> +Eylp]+ f Vextpd3r + E)((;C[P],
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B~ BN BN+ (Wl Hin|W6) — Ege. (52)
in which the electron density now is
p(r) = (W glr)(r|W ) = (Wo|p%| W) (53)

and the kinetic-energy operator is
1
T=2 - EV?, (54)

where i is electron label. The Hartree interaction energy of
electrons is

1 !
EHz_f d3}"d3r,M. (55)
2 lr=7'|

If the supplemented interaction part of the Hamiltonian is
diagonal in configuration space (this is true if only density-
density interactions are considered), the interaction term in
the exchange-correlation energy reads according to Egs. (2),
(3), and (8) as

(PolHi ) = (V6| 2 H| V) =2 Epmyp. (56)
i i,

For convenience, external potential energy, Hartree en-
ergy, and exchange-correlation energy (of LDA part) can be
grouped together, and written as a functional form of charge
density,

E [ pl=Exlp] + J Veupd’r + ELXMpl,  (57)

and the effective potential is defined as

OF 1
Verixe = eI; C[p] s (58)
%)

which is exactly the same as that in the LDA-KS formalism.
Now the total energy is

Elp,mir] = (V| TV ) + E o[ pl + 2 Eirmir — Eqe
I’

=(Vo|T W) + Eopel p] + 2 Eipmir — Ege.
il

(59)

The total energy is a functional of uncorrelated wave func-
tions | W) and the configuration weight m;, and has just the
same form as Eq. (32). Both should be variationally opti-
mized as already shown in Sec. IV A.

For a summary of this section, we have performed an
explicit derivation just in the spirit of the Kohn-Sham ansatz
to incorporate the Gutzwiller approach into density-
functional theory. With some reasonable approximations, we
prove that this scheme gives the same result as what we
developed in Sec. IV A within a simple physical interpreta-
tion. This provides a reliable foundation of this LDA+G
method.

C. Interaction and double-counting terms

Similar to all kinds of LDA+U or LDA+DMFT calcula-
tions, the interaction and the double-counting terms remain
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to be defined explicitly in the present LDA+G method. It is
therefore also a kind of semiempirical ab initio method in
this sense. Nevertheless, we can in general follow the same
definition used in LDA+U or LDA+DMFT method. From
the physical point of view, we only consider the strong on-
site interactions of localized orbitals. The interaction strength
can be explicitly expressed with Slater integrals (or called
Slater-Condon parameters) (F°,F?,...) in the atomic limit.
However, in practice, it is more convenient to use “Kanamori
parameters,” U, U’, J, and J’, which are combinations of
Slater integrals. The general form of the on-site interactions
can be written as’!
U’ J
Hi = Uz Nig1Niq)| + 7 E Nigyia’ x' — 5 2 NigyMia’ y
a

a#a’ ,xx' ata'x

J ~ J
_Z E g b _ 2 ToT .
CiaxCiaxCia’'5Cia’ x > CiaCia|Cia’1Cia’ | >

!

a?ﬁa',)( aFa

(60)

where a denotes localized orbital and y denotes spin. The
first two terms are intraorbital Coulomb interaction and in-
terorbital Coulomb interaction, respectively. The Hund rule
exchange coupling is divided into three parts: one is the lon-
gitudinal part (the third term) which only involves density-
density coupling; and the other two terms (the fourth and
fifth terms) describe the spin-flip and pair-hopping processes,
respectively. In the atomic case, the relation U=U'+J+J’
holds to retain the rotational invariance in orbital space. For
typical d-orbital systems, where spin-orbital coupling is not
so strong, the relation J=J' also holds; we therefore have
U'=U-2J in general.

In this paper, we restricted ourselves to the pure density-
density interactions for simplicity, and the interactions to be
considered are

U’ J
Hi = UE Nig M| + ? E Nigylia’ x' — 5 E NigyMia! y-
a

a#a’ xx' a#a'

(61)

This on-site interaction Hamiltonian is already diagonal in
the atomic configuration |I') space, and the corresponding
configuration energy Er is a linear combination of U, U’,
and J.'4

With the on-site interactions determined, we come to the
question of how much of them are taken into account in
LDA, that is, how to write down the double-counting terms.
It is known that these interactions go into LDA in an average
way without orbital dependence. As already discussed in
LDA+U or LDA+DMFT methods, we just follow the com-
mon choice of the double-counting terms as*

Egln;]= 2 %]”i(”i -1)- E g[’lm(’ln = 1) +n;(n; - D],

(62)

where n; is the total electron number of localized orbitals on

the same site i, n;=n;;+n; =2, M;4,, and U and J are spheri-

axtiay:
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cally averaged interactions, which can be given as®

1
(2l1+1)

U= (U+21U"), (63)

J=U-U"+1J, (64)

where [ is the angular momentum number of the correspond-
ing localized shell.

The Coulomb and exchange interactions, U and J, can in
principle be obtained using corresponding Slater integrals.
However, in real materials, the bare electron-electron inter-
actions must be screened, and the Slater integrals have to be
renormalized. Therefore, it is a hard task to determine the
effective U and J exactly. In practice, usually two possible
ways are followed: (1) determining the parameters from
available experimental information empirically; and (2) cal-
culating the parameters from constrained LDA method* and
the linear-response approach.3> Depending on different meth-
ods, different values might be obtained; however the impor-
tant strategy is that for single fixed parameter, the method
should be able to explain all possible properties spontane-
ously and systematically, rather than using different param-
eters for different properties. It is only in this way that the
obtained results can be justified. We should also notice that
the interaction parameters also depend on the choice of local
orbitals because of the different screening processes in-
volved. For example, both atomic orbitals and Wannier func-
tions can be used to define the local orbitals. However gen-
erally the effective interaction strength for atomic orbitals
should be larger than that for Wannier orbitals because the
former is more localized. To construct the Wannier orbitals,
either the projected Wannier method*} or the maximally lo-
calized Wannier function®* can be used.

Finally, a very similar approach was recently proposed
independently by Ho et al.?® to combine the Gutzwiller ap-
proach with the DFT. The spirits of our method and their
proposal are almost the same; however, they differ in the
definition of the interaction and double-counting terms. It
remains to be justified which way should be the best in fu-
ture.

V. RESULTS AND DISCUSSIONS FOR REALISTIC
SYSTEMS

The above proposed LDA+G method was implemented
in our Beijing Simulational Tool for Atom Technology
(BSTATE) code,*® which uses plane-wave ultrasoft pseudopo-
tential method, with projected Wannier function for the defi-
nition of local orbitals. We have applied the method to study
several typical systems, where the strong e-e interactions
play important roles. They are nonmagnetic metal SrVOs;,
magnetic metals Fe and Ni, AF insulator NiO, and uncon-
ventional superconductor Na;_,CoO,. Some of the results
have been published'>* with emphasis on particular issues
in each example. On the other hand, the main purpose of this
full paper is to present the whole formalism of LDA+G and
to demonstrate its advantage, namely, what knowledge can
be gained beyond LDA or LDA+U. Therefore, to keep the
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FIG. 6. The calculated Z factor as function of U for SrVO;
using LDA+G method.

completeness of our present paper, here we would like to
concentrate on the physical consequence of our method by
grouping all results together. We will discuss all those results
in a totally different manner, such that we can understand the
LDA+G method better.

A. Band narrowing and mass renormalization

An essential quantity included in the LDA+G method is
the kinetic renormalization factor Z=z2 due to the dynamic
correlation. The z,, factors are orbital dependent, and can be
self-consistently obtained from the energy minimization. Un-
der the Gutzwiller approximation, the Z factor can be also
understood as the quasiparticle weight. It has been widely
recognized that LDA-type calculations overestimate the
bandwidth of correlated electron systems. The error bar
could be as large as an order (such as in heavy-fermion sys-
tem) depending on the strength of correlation. We will show
here that this band-narrowing (or mass-renormalization)
physics can be correctly obtained from the LDA +G method.
For example, SrVO; is an intermediately correlated metal
with 3d-t§g configuration. It has simple cubic perovskite
crystal structure, and magnetic instabilities are not involved
in the ground-state property.’337 Although the LDA calcula-
tion can correctly predict the nonmagnetic metallic nature of
the ground state, the calculated bandwidth is about 40%
wider than photoemission observation,’® and the estimated
effective mass is about two to three times lower than experi-
mental results from specific heat and susceptibility. On the
other hand, all these features can be improved by LDA+G
calculations, and correct band narrowing and mass renormal-
ization can be obtained as shown in Figs. 6 and 7 by using
reasonable U (~5.0 eV). To gain further understanding,
here we would also like to compare the results to that ob-
tained by LDA+U method. In the LDA+ U, only the inter-
action energy part is corrected over LDA, and the kinetic
part is not renormalized, as already discussed in Sec. IV.
Therefore, LDA+ U cannot explain the observed large renor-
malization as shown in Fig. 7, where the density of states
(DOS) obtained by LDA+U almost coincides with that by
LDA. Finally, we will also show below that the band narrow-
ing and mass renormalization are such important quantities
and common advantage of LDA+G that it is encountered for
all the examples we studied.

PHYSICAL REVIEW B 79, 075114 (2009)
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FIG. 7. (Color online) The calculated density of states for
SrVO; using LDA, LDA+U, and LDA+G methods. We used the
U=5.0 eV and J=1.0 eV, and the electron DOS (rather than qua-
siparticle DOS) is shown, in the calculations of LDA+G.

B. Improved spin polarization

Except for the band renormalization, we will show here
that the spin polarization of magnetic systems can be also
improved to certain extent. To understand the physics better,
we would like to divide the mechanisms of spin polarization
into two parts: (1) The intersite exchange (or the spatial long-
range exchange); and (2) the intrasite exchange (mostly the
interorbital Hund coupling). Such a separation is not rigor-
ous, but is just for the physical understanding. It is important
to note that in our formalism, the spatial intersite part re-
mains to be treated by LDA level, and only the intrasite part
is improved explicitly. Of course, through the charge-density
self-consistency, the intersite part may be also tuned slightly,
but it is not a main effect. It is therefore understood that the
issues related to the intersite exchange, such as the spin spa-
tial fluctuation or the geometrically frustrated spin systems,
cannot be improved through the LDA+G treatment.

Even if for the intrasite interaction, it is treated both in
LDA+U and in LDA+G, what will be the difference? In the
LDA+U, it is treated from the static mean-field level, which
always tends to give larger spin polarization than that in
LDA for positive effective U.g (=U-J). On the other hand in
the LDA+G method, the dynamic effects are included and
the intrasite (interorbital) charge and spin fluctuations are all
included in a better way. It is in this sense that the results by
LDA+G should be more reasonable. To demonstrate the ef-
fect of LDA+G on spin polarization, here we would like to
show three examples:

(1) For ferromagnetic (FM) bec Fe, as shown in Figs. 8
and 9, the calculated magnetic moment in LDA+ U is always
larger than that in LDA, and is significantly overestimated
compared to experiments. On the other hand, in LDA+G,
this overestimation by LDA+ U is suppressed.

(2) For the bulk fcc Ni, the calculated moment by LDA
+G is even smaller than that in LDA, in better agreement
with experiments (see Table I).

(3) For Na;_,Co0O,, the LDA level calculations predict
that the system is magnetic for all the doping range; the
LDA+U calculations even enhance the tendency to be mag-
netic, in contrast to experimental observation. However, us-
ing LDA+G, we show in Ref. 29 that the ground state is
actually nonmagnetic for the intermediate doping range
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FIG. 8. (Color online) The calculated magnetic moment (per Fe) of bcc FM Fe as function of U and J, by using different methods.

(around 0.3<x<0.5), in nice agreement with experiments.

C. Total energy and equilibrium properties

A big advantage of LDA-type calculations based on DFT
is its ability to get the ground-state total energy accurately.
Here we will show that, by explicitly treating the interaction
term through our LDA+G formalism, the calculated total
energy and equilibrium properties of correlated electron sys-
tems can be also improved significantly. Bulk Fe and Ni are
typical magnetic metals with intermediate correlations,
where LDA produces big error bar for the ground-state prop-
erties in comparison to experiments. For Fe, the LDA even
fails to predict the correct bcc FM ground state (although
GGA correctly does so, the reason is not clearly understood).
The results, summarized in Table I, show that most of the
discrepancies are systematically improved, compared with
experiments, suggesting the advantages of present scheme.
First of all, the bcc FM ground state is now correctly pre-
dicted by LDA+G (see Ref. 15 for original figure). We
therefore understand that the failure of LDA to predict the
correct ground state is due to its underestimation of strong
on-site correlation. Second, the calculated equilibrium vol-
ume, bulk modulus, magnetic moment, specific-heat coeffi-
cient, and bandwidth are all improved in a systematic way by
a simple fixed interaction strength (U=7.0 eV and J
=1.0 eV). This is in sharp contrast to that obtained in
LDA+U; for instance, the LDA+ U may also get the correct
equilibrium volume by certain U value, but the obtained
magnetic moment will be unreasonably larger than experi-
mental results if the same U is used.

D. Large gap AF ordered insulator

Now we come to discussions for the large gap AF ordered
insulator with integer occupation, where LDA+U works
well. We will show that the LDA+G actually gives similar
results in this limit. The reason is very straightforward as has
been pointed out in the formalism. In the present LDA+G
scheme, both the on-site level and the kinetic energy should
be renormalized due to the presence of interaction term.
However, in the case that long-range ordering is established
with integer occupation, if the energy gap is big, each orbital
should be close to either fully occupied or totally empty,

because the charge fluctuation between the states should be
small. In this limit, the kinetic renormalization Z factor will
be very close to unity, and W; returns back to W,. Therefore,
the kinetic renormalization is very small, and only the renor-
malization to the on-site level takes effect; this is exactly just
the limit that is obtained in LDA+U. As we have shown in
the calculations for NiO,! the obtained electronic structure
is very similar to that of LDA+U. However please note that
even for the AF long-range ordered insulators, if the band
gap is small and the spin moment is far away from integer,
the dynamic processes crossing the band gap may also take
effect. In this case, the Z factor will be no longer unity, and
of course, the results by LDA+G will be different from that
of LDA+U, and the one by LDA+G should be closer to
reality. We expect that this situation may happen in the
LaTiO;,* where the gap is about 0.2 eV and the calculated
moment from LDA+U is much larger than that observed
experimentally.

E. Effect of charge-density self-consistency

Here we will show that the charge-density self-
consistency is really important for the calculations on realis-
tic systems, and we take Na;_,Co0O,, a typical multiorbital
system, as an example. As we have pointed out in our recent

4

0
Energy (eV)

FIG. 9. (Color online) The calculated DOSs of bcc FM Fe using
different methods. The parameters U=7.0 eV and J=1.0 eV are
used in these calculations.
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TABLE I. The calculated property parameters for bcc FM Fe and fcc FM Ni in comparison with experi-
mental results. They are equilibrium lattice constant a(, bulk modulus B, spin magnetic moment M, specific-
heat coefficient y, and the occupied energy bandwidth W. The experimental data are from Ref. 39. (This table
is a reproduction of our results that were published in Ref. 15.)

aq (Bohr) B (GPa) M (up) ¥ (o) W (eV)
Fe LDA 5.21 227 2.08 2.25 3.6
LDA+G 5.39 160 2.30 3.52 3.2
Expt. 5.42 168 2.22 3.1, 3.69 3.3
Ni LDA 6.49 250 0.59 4.53 4.5
LDA+G 6.61 188 0.50 6.9 3.2
Expt. 6.65 186 0.42, 0.61 7.02 3.2

paper,29 all the issues discussed above, such as the band nar-
rowing, spin polarizations, and orbital fluctuations, are en-
countered in Na;_,Co0O,, and systematic improvements are
obtained through LDA+G treatment. However, we want to
take Na;_,CoO, as an example to demonstrate the impor-
tance of charge self-consistency because several post-LDA
techniques (without charge self-consistency) have been ap-
plied to this compound and conflicting results are
obtained.?®* The issue is related to the relative splitting of
energy level between e ;, and a,, states, and the appearance of
e, hole pockets at the Fermi surface (for x=0.3). If the split-
ting is large, the e/ orbital will be totally occupied, and there
will be no e, hole pockets at the Fermi surface. Starting from
different Hamiltonians fitted to LDA band structure, ad-
vanced techniques such as Gutzwiller or DMFT have been
applied in post-LDA scheme. However, one of the results
suggests the absence of eé hole pockets,?® and the other sug-
gests the appearance.*! It is now understood*? that the main
reason is due to the difference in the fitted tight-binding
Hamiltonian; namely, the crystal-field splittings (or the on-
site energies) in the two studies are different. In our LDA
+G method, full charge self-consistency is achieved and no
tight-binding fitting is required. Only after such kind treat-
ment, the discrepancy can be nicely resolved.?” On the other
hand, because of the feedback effect in the charge self-
consistency, the on-site level renormalization which is over-
estimated by post-LDA techniques is now suppressed as
shown in Fig. 10.

0.4 [ —

0.3F One-loop

0.2

0.1

Level Splitting A (eV)

0 _________________________________

1 1
V%204 06 038 1
Doping x

FIG. 10. (Color online) The calculated level splitting between
the a;, and the e; states for Na;_,Co0O,. The original figure is
obtained from Ref. 29. The one-loop result corresponds to the cal-
culation without charge-density self-consistency.

In summary, we have shown in this full paper the detailed
formalism of LDA +Gutzwiller method and its firm deriva-
tion from the GDFT. By comparing the results to that ob-
tained by DMFT, we have shown that the energy resolution
of Gutzwiller approach is pretty good for the ground-state
determination. It is computationally cheaper, and yet with
dynamic fluctuations included. The calculated results for sev-
eral typical systems demonstrate that it can be widely applied
to many of the correlated electron systems with quality be-
yond LDA+U.
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APPENDIX

In this appendix, we will prove several equations dis-
cussed in the text part. We will pay special attention to when
and how GA is applied. Even when a variational ansatz is
given for a lattice model, evaluation of expectation value is
not straightforward. GA is a systemic approximation to make
the evaluation accessible. The spirit of GA actually is to
neglect Wick contractions between operators with different
site or orbital indices. Thus in the following we often need to
Fourier transform the expression into real space and then
apply GA.

1. Proof of Eq. (8)

First we note that by choosing N;r= \/Z—;i, ) W)
is normalized under GA, (Ws|Wo)=I1{V|P|W¥,)
=Hi2rz11—';(‘1’0|n%i;r|\lfo)=H,-(Erm,T)=l. In the first equality
we separate the average of a projection operator string into

the product of single site averages.
Then the expectation value of kinetic energy is
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W |H W t(ru' N P boi Pl contractl.ons from site i’ #1i,j and sites i,j. To evaluate the
(FelHo[¥o) = 2 (ol ‘TPI iCio P Vo) expectation value we define
x (Wl [T P %) g = L A
i'#i,j

, mr mp'mrp mr m r; =14 Fi(l - nl(r) >
LSS gy [
i,J Y mo m mO mo
BT LA M Wl

j Mjr: = Lisr jgr s
r.r, '
A

X (Wl C;-umi;l“imj;l“jcjo’rﬁj;l“;|\P0>’ g, = L (L= 1j0),

where i,»;pi (ij;Fj) are projection operators for orbital other

where in the first equality we adopt GA to neglect all Wick than o (o’). Then we have

<\I’ |lAi;F-ii;F-lA';F-lA';F-|qf > p
<‘P0|PH073|‘P0> E E \/mrmr’mrmr’ e VS £ 0<\P0|ﬁioczra(l i) (1 =

o' *
0.0 0 0 i Rjgr )Cla’nla |‘P0>DF FDF r
i.j F,-,F;” mriml—‘;ml"jmrl

’
T,

2 E oo \/mrmerF F \/mp mF'DF/
= t

ij L 1<‘I,O|Cza- jo! |\PO> 2 Zz(rZ](r’t <‘I,0|Cza- jo! |\PO> (Al)
i.j Fl-,F;Fj,FI; \’nl()'(l -n; (r) an(r(l —-n; U') 0,0

The expectation value of interaction part is

(Vo|Hip| W) = 2 > Er <‘1’0|m, W) = 2 E Ermr.

(A2)
r ml HA

Putting Egs. (A1) and (A2) together, we will have Eq. (8) shown in Sec. II.

2. Proof of y;,=2,

In this section, we prove that 7y,,=z, under GA; here we focus on quasiparticle sector without loss of generality. To
compute (qD'Z(,|CZU|G), we first Fourier transform the operators into real space then apply GA

1 4 A oA
(OF,|CLo W) = 1 20 e W[ €1 PC PV
LJ

1
= 2 (WlCuPCi PO+ 2 MW | PC PIW )
1#J
a o ik(I-.
= 22 (W[ €yl W) + 72 S M| €, W o)
N 1 N LJ

I#J
= ZO’(’\II0|CkO'CZU'|\I’0> = Zaa(ska' - IU’F) .

Similarly, we could prove that under GA (| C;,|W ;) =2W¥o|C}, Crol Vo) =2,0(ptp—£1,)- Thus we have y,,=z, under GA

Also note that under GA the k dependence of the Z is missing; only the fact that whether g, is above or below the Fermi
surface matters.

3. Evaluation of EY,

First we show that the quasiparticle state is normalized under GA:
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mp ; ., P T
V|01, = 3 3 O Clft + B S o Yl Cut i)
r,r, T,
I1#J

1
= NE (Wl CroClol W) + —2 M| CpCr W o) = (W | Cp Cl Wy =1 for &4, > .
I#J
Then the kinetic energy for spin o species reads
|E tlj m j0'|q)kg' E elk(l - Et <\I,0|CJUPC10 ja',PC10-|\PO>
ij

= 2 15Vl €1 PCL,CiPCI, Vo) + 2 M3 1(W|C PCL,CioPCT, Vo).
L.J

ic~J
J#I ij

For the first term since i # j, there is a constraint that / # i and I # j; otherwise the expression vanishes. Then it becomes equal
to

PPN A A mp
> 1,4W|CoP PP CYLCi 0P PjPICLI\Ifo>=< > —0’>z3,2 14V 0|CroClCioClol Vo) = 2.2 ;4| CroCl, CioChol W)
i,j i,j

oo g ij
For the second term, we have four cases: I=j but J #i; [ # j but J=i; [=j,J=i; and I # j,J # i. Following previous technique,

one could find out that for each of the cases the projection operator P gives a zlzr factor. Thus,
|E 1;;C = Ciol®},) = Z(2J'E fij<‘l’o|ckacj(rcjocz(r|q’0> = Zfzrzk: 1Yol ClyCrolWo) + 20810
ij
while the kinetic energy for u # o is:
(@l 2 15CCol ) = X M X (V| CgPCLCLPC| Y
i L

<\I,0|C10'C10|\P0> + E elk(l 7 <qu|CJUC |\I,0> 22 ttj<\I’0|C;p, ],u|\I,0>
J#1

= E Ziskﬂ“<\1,0| Clt#CkMN’O) .
kp

Following the same routine, one could prove that Putting the constant into chemical potential, we have

OF |H DY )= N% Epmp+0(1). (@, |H DL,

= —Eg =220 — 1p).
ko G o\Cko F.
(DL, | D,

Putting the kinetic and interaction energies together, we get

(@ |H|DP =3, Mzigk M<0|CZMCk |0+ NEpmp+2,€,,+0(1). For quasihole state, one could get similar results.
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